


Introduction
Sample Characteristics

Measures of Location

o Averages

o Structural Characteristics
Measures of Variability

o Connected with Averages

o Connected with Structural Characteristics
Measures of Shape
o Skewness

Excess Kurtosis

erature
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o The aim of this lecture is to familiarize students
with the sample characteristics that are most
commonly used in the evaluation of medical
experiments and occur in medical scientific and
professional literature

o It follows up the lecture Medical Statistics I -
Basic Terminology and uses the terminology
explained there

o To practice the lectured topics and for further
study is recommended to use the literature from
tﬂg list of literature
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Sample Charact

o A descriptive characteristics

e A number calculated from a statistical set in a well
defined way (using a formula)

o The aim of descriptive characteristics

o Numbers obtained in this way are used to characterise
a set consisting of many numbers by only a few
numbers

o Descriptive statistics

o A part of statistics that deals with descriptive
characteristics

o Sample characteristics
o Descriptive characteristics applied to a sample
o There exist three groups of descriptive statistics

4 Measures of location
' easures of variability
easures of shape
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|
Measures of Location




4

Eoﬁtion of the central tendency

Measures oo caioneE
IntroducLiof

In the most common case, the obtained data are
organised as a set of numbers

Quantitative data are usually clustered around
a central tendency

o They are organised according some (statistically defined)
distribution

A central tendency
o A single number intended to typify the numbers in the set

Measures of location are used for estimation of
location of this distribution, or its ,,middle®, that is,
where on the (numerical) axis — on the scale is the
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Measures oilocation
= Centraifliendencyady

o A central tendency can be estimated in following
way

o If all the numbers in the list are the same, then this
number should be used

o If the numbers are not the same, the average is calculated
by combining the numbers from the list in a specific way
and computing a single number as being the average of
the list

o The method of calculation depends on the distribution of
data in the set

o In this lecture, we assume a normal distribution of data
generally

o A single number is then used for consecutive
+ calCulations
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Measures oilocation
= Centralfiendencya®

o A central tendency is a measure of the
"middle"” or "typical" value of a data set

o Several types of averages are used
according to what kind of data are
represented by the numbers

o Means (averages)

o Median

o Mode

» Quantiles
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Measuresioiiocation
- AVEerages

o Take into account the values of all
measurements of the quantity

o Used for normally distributed quantitative
data

o The most used means
o Arithmetic mean (weighted)
o Geometric mean (weighted)
e Harmonic mean (weighted)

o Weighted means are used for very large
samples, for sorted data (data in classes),
for data of different , weights"

k4
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Arithmetic

(Meany)

o The best estimate of the measured quantity
X from n measurements

o Calculated as the sum of all measured values
and then divided by the number of the

measurements
n
)_(:X1+X2+X3+"'+Xn or another )?:l[E)(_
n notation n = /
Used nomenclature:
X . average (arithmetic mean) n : sample size
% ith measurement of the quantity X > : summation sign
easurement number (i =1, 2, ..., n)
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ArithmeticoMean=

The sum of differences of all values from the
arithmetic mean equals zero
e Suitable to check the calculation

The sum of squared differences of all values from
the arithmetic mean is less then the sum of
squared differences of all values from any other
value

o Used for calculations of variance and standard deviation

An arithmetic mean of arithmetic means of
subsets of a set is not the arithmetic mean of the
Vwme set

n such case, the weighted arithmetic mean has to be
sed
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Weighted Anithmencaiean
(Weightedaean)

o If different ,weights" (frequencies) of input
data have to be considered

k
(h, ox)
o _ M IX + M LG+ + 0 [X oranother Z:; 7
X = notation X =2
n+n, +...+n K
1 2 k Z”
J
j=1
where ” K
+ +_“+ — or another n. =n
Ny + e =N notation le J
Used nomenclature:
X : mean (arithmetic, weighted) n : sample size
W X; : mid-point of the jt class k : number of classes
' ; : frequency (,weight”) of the jth class > : summation sign
j :class number (j =1, 2, ..., k)
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S<lr]

o Suitable for data that can be expressed using
coefficients (for example, mean increase, percentage,
area, volume - positive values of the measured
quantity having an absolute zero)

o Obtained by multiplying n positive numbers and then taking
the nt" root

1
_ _ n n
XG - Q/Xl D>(2 D(B L. D(n or another notation XG = (I_ll Xij
/=

n
B L5 10g (i)

n ;_—
or a notation using logarithms ~ X_. = Z =1

Used nomenclature:

X, : geometric mean M : multiplication sign
W x. : ith measurement of the quantity X > : summation sign
: measurement number (i =1, 2, ..., n) z : basis of logarithm

: sample size

¥
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Comparison| oithe

Meéean and thelGeom

Sum of individual items

Sum of means

|:|+

X1 +X2 +X3
3
4+18+3 25

X

[]

[18.3
Q- III

| |

'&r]-'rh rrl=rle

Product of individual items

Product of means

|:|}=I

= %/X1 X, LX;

=3/4118[B =
=3/216 =

'.:-=:|:|=

Ed

Figure 1: An example of an arithmetic mean (left) and a geometric
R4
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Weighted Geometicaiesi

o If different ,weights" (frequencies) of input
data have to be considered

k
- — ny n, Ny  or another < — n;
XG - \/Xl J(z |:|-- J(k notation XG - 1N |_l X_]
j:

where ” K
+ _|_“._|_ — or another n. =
Ny + e =n notation JZ:; J
Used nomenclature:
X : geometric mean n : sample size
' X; : mid-point of the j*" class k : number of classes

1; : frequency (,weight”) of the ith class > : summation sign
j :class number (j =1, 2, ..., k)
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S<lr]

Appropriate for situations when the average of
rates or ratios is desired (for example, given effort
at open time consumption, parallel connection of
electrical resistances)

o Calculated as the reciprocal of the arithmetic mean of
the reciprocals of all measured values

-1
— n or another — 1 L -1
1 1 1 1 notation Xy = | — DZX,-

_+ 4+ 4+, .+ — n =

Xl X2 X3 Xn
Used nomenclature:
W X,.. harmonic mean n : sample size

' . ith measurement of the quantity X > : summation sign

: measurement number (i =1, 2, ..., n)

4
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Weighted Harmomciean

o If different ,weights" (frequencies) of input
data have to be considered

k
_ n,+n,+n;+...+n, sz
Xy = or another ~ __ i1
ny 4 rn, 4 N5 4 4 n, notation Xy = X
Xy Xy X3 X Z_J
j=1 X
where ” K
- - - — or anotnher
M+ ..t =n notation JZ:; n; =
Used nomenclature:
Xy : harmonic mean n : sample size
W X; : mid-point of the j* class k : number of classes
. 1, : frequency (,weight”) of the j* class > : summation sign
j :class number (j =1, 2, ..., k)
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Measures oo cation
= StructuralhGharactensiiecs

e They are based on distribution of elements in an
ordered set, that is, they are based on the
ranks of the measurements, and not on the
values of individual measurements

e The most used structural characteristics:

o Median

o Mode

e Quantiles:
o Quartiles

o Deciles
w © Percentiles
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o Divides an ordered sample into two equally sized
parts (with the same probability 0.50)

o Is calculated according to the below mentioned formulas
depending on whether the sample size is odd or even

Used nomenclature:
X : median
n : sample size
x, : nth measurement of the quantity X in the sorted sample
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Median = Exampie

Number of patients for different doctors in the city XY Number of patients for different doctors in the city Xz

Number of patients Number of patients
45 45
40 - 40
35 7 35 |
30 A 30 4
25 - 25 | | -
20 - 20 A
15 4 15
10 4 10 A

5 i — — — i — — H i

o1 ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ 3 ‘ ‘ ‘ ‘

A B C D E F G H I J poctor K A B c D E F G H I Doctor J

Figure 2: Examples of medians.

In the case of odd number of elements in an ordered sample

(the graph on the left), the median equals the ,middle"™ value
(value of the item F).

In the case of even number of elements in an ordered sample

(the graph on the right), the median is calculated from the two
,middle" values (average of values of the items E and F).
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Median - SOrEeUiSainpIeEs
(can beromitteadWiithoU N GSSREINEEIHIgIAA

o In a sorted and ordered sample, the median
interval (the median class, in which the median
is) is established, from which the median is

interpolated N
~ ~ h (n
n 2

Used nomenclature: N

%+ median h : width of the median interval
X, lower end of the median interval
n
n

: frequency of the median interval
: sample size
: cumulative frequency of the interval before the median interval

likova, 2013 2013/14 Medical Statistics II - Sample characteristcs

21



The most frequent value in the sample

N

X

45
40

20
15

0

Number of packages

Number of outstanding package of different drugs in one day

35
30 ~
25 ~

10
5 -

-

A

B

C D E F G H | Drug J

likova, 2013

Figure 3: An example of a mode.

The mode is represented by the item G.
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Mode — Sorted

(can be omitted without loss of

o In an ordered sample, the modal interval (the class
with the highest frequency) is found, from which
the mode can be interpolated in any of the two

ways
N oA A n . oA n-n,._
X:XL+h|:! (+1) or X:XL+hD (1)

Mgy + Nisyy 2N = Ne_yy = Ny

Used nomenclature:

X : mode h : length of the modal interval
X,: lower end of the modal interval

n : frequency of the modal interval

1y'#frequency of the interval before the modal interval

equency of the interval after the modal interval

n
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SymmetrcDIStE

o The mean, the median, and the mode have the

same value

_ nJ N

X f— X — X _ Age distribution of patients with influenza
Number of patients
40
30 |

Histogram
== Polygon

20 |

X C43
X 043
x [C43

10 +

<5 5-10 10- 15- 20- 25- 30- 35- 40- 45- 50- 55- 60- 65- 70- 75- >80
15 20 25 30 35 40 45 50 55 60 65 70 75 80
Age [y]

Figure 4: A histogram and a polygon of a symmetric
distribution.
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AsymmetriciDis

LeftESiden

o At the numerical axis, the mode is at most to the
left (has the highest count, but a low value?, the

mean is at most to the right (has a high value) and
the median is in the middle

Age distribution of patients with allergy

Number of patients
60

X<X<X |=

a0

Histogram

Polygon

30 +

20 |

10 —+

0

<5 5- 10- 15- 20- 25- 30- 35- 40- 45- 50- 55- 60- 65- 70- 75- >80
10 15 20 25 30 35 40 45 50 655 60 65 70 75 80

Age [y]

Figure 5: A histogram and a polygon of an
asymmetric left-sided distribution.
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Asymmetric IDisti

Right=S)den

o At the numerical axis, the mean is at most to the
left (has a low value), the mode is at most to the
right (has the highest count and a high value) and
the median is in the middle

) Age distribution of patients with osteoporosis
Number of patients

60

X <X <X

50 Histogram

== Polygon

40 |

30 +

X £53.9
X [156.8
x[C62.3

<5 5- 10- 15- 20- 25- 30- 35- 40- 45- 50- 55- 60- 65- 70- 75- >80
10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 Agely]

20 +

10 +

0

Figure 6: A histogram and a polygon of an

asymmetric right-sided distribution.
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Approximate RelationiseiWeaEsTs
Mode, MeanpandaMedicn

e The distance between the mean and the mode
Is approximately three times larger than is the
distance between the median and the mean

X-X 03X -X)

o The relation can be used to estimate the mode
or to check the correctness of its calculation

o The mean and the median can usually be calculated
more easily
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» Quantile kK!™ divides the probability distribution
of a random variable into m parts
o m denotes the number of parts of the set
o jis the order number of the quantile
e j=0,1,2,...., m-1, m
o Each part has the probability 1/m
o Quantile value indicates how much of the set has
a value less than or equal to the quantile value

o Quantile - special names:
» Lowerj = 1: Klm)

" Upperj=m-1: K\
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Calculation oithexouanmie
(can be emitted WithieU N eSSREINEEIgu A

m) — Xk T X
K§ 2 J E(n+1) Jth
where K :L - J and /:LFJ
" Lj[ﬂn+1)J=j[ﬁn+1) .y LJmJ:Jm
else k{j[q,’;”l)Jﬂ and /:Vn?JJrl

Used nomenclature:
n : sample size
| I: floor function (rounds a number down to the next integer)
X, . kth ordered measurement of the quantity X
X, : ' ordered measurement of the quantity X

likova, 2013 2013/14 Medical Statistics II - Sample characteristcs
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The Mostly  Usedior

» Quartile Q;
o Divides an ordered sample into m = 4 parts, all with
probability 0.25

» Sextile S;
o Divides an ordered sample into m
probability 1/6
» Decile D,

o Divides an ordered sample into m
probability 0.10

o Percentile PJ-

o Divides an ordered sample into m
probability 0.01

6 parts, all with

10 parts, all with

100 parts, all with

Examples  Q, =P, Q, =D =P, = X
Qs = Prs
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-

Measures oiVariaiBiitias
Introductioni )

o Statistical data as numeric variables are always
various (they vary, have different values)

o A small degree of variability means a small mutual
diversity of values of a given variable (the values
are very similar)

o In this case, the central tendencies such as mean,
median or mode, are good characteristics of the general
size of the value of the variable in the sample

o High variability means a large mutual difference
among values of a given variable
o In this case, the calculated parameters are good

s £ ¥ characteristics of the general size of the value of the
-Nariable in the sample
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o Characteristics of the middle of the set (the
central tendencies)

o Only indicate the location information of
a statistical sample on numerical axis

o They do not inform

e How are the values scattered around the centre in
the set

o Whether there are any outliers in the sample
o Measures of variability (variability
characteristics)

» £ ¥ Reflect the distribution of values of the variable
- S around the mean value of the set
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MeasuresioiaVarainitay;
Connected With AVErayes

)

o Take into account the values of the
measurements of the quantity X

o The mostly used measures:

o Standard deviation
Mean deviation (Average error)
Standard error of the mean
Coefficient of variation
Dispersion coefficient

likova, 2013 2013/14 Medical Statistics II - Sample characteristcs
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Varignece
(SampleVarance)

e Characterizes the scatter of measurements around
the sample mean

o Calculated as sum of squared deviations of random
variables in a random sample from their sample mean
divided by the number of terms in the sum minus one

S (X, - X)?

5)2( — i=1
n-1
Used nomenclature:
s2: sample variance n : sample size
X : average (arithmetic mean) n-1 : degrees of freedom
% ‘é ith measurement of the quantity X > : summation sign
' : measurement number (i =1, 2, ..., n)
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Do Not Confuse)the Samplenananee

with the PopulationiVanance?

o Population variance

Used nomenclature:
0)2( : population variance N : population size
true value of the mean > : summation sign

ith measurement of the quantity X
: measurement number (i =1, 2, ..., n)

i
X;
]

likova, 2013 2013/14 Medical Statistics II - Sample characteristcs
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WeilghtediVanianee
(SampleVamance)

o Characterizes the dispersn of a_II
measurements around the weighted
arithmetic mean of the sample

o It is calculated analogously to the "normal”
mean, but takes into account the frequency of

each class
k
v V-
) D.(x; = Xx)* h,
5. = K o where N, + N, +...+N, =N

Used nomenclature:
s2 : sample variance
W X; : mid-point of the j*" class
. : frequency (,weight”) of the jt" class
| : class number (j =1, 2, ..., k)

X :mean (weighted)
n : sample size

k : number of classes
2 . summation sign

4
likova, 2013
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StandardiDeviation
(Sample Standacuiyeviatioi)

o Characterizes the scatter of measurements
around the sample mean

o Calculated as the square root of the sample

variance
L 2
Z (X; —X)
;_ or another _ 2
S = \ =1 expression Sx _ SX
X
n-1
Used nomenclature:
S,: sample standard deviation sZ:sample variance
x . average (arithmetic mean) n : sample size
x#th measurement of the quantity X n-1 : degrees of freedom
. 2asurement number (i =1, 2, ..., n) > : summation sign
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Do Not ConIse

The Sample Standaraieviation
With The Population'Standardibeviaiion

o The square root of the variance

le(x,- )

O, = V N where vl N

1=
X

Used nomenclature:
0, : population standard deviation N : population size
M : true value of the mean Z : summation sign
x; . i measurement of the quantity X
i : measurement number (i =1, 2, ..., n)
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Weilghted StandantaiyeVviaiaen
(Sample StandaidaDeviaoie

o Characterizes the dispersion of all
measurements around the weighted
arithmetic mean of the sample

o It is calculated analogously to the "normal”

mean, but takes into account the frequency
of each class

k
o \2
/;(xj X)? [h,
SX: - where f71+f72+...+l‘),< =N
n-1
Used nomenclature:

s, sample standard deviation
“WeX; : mid-point of the j* class

: frequency (,weight”) of the jth class
: class number (j =1, 2, ..., k) >

X :mean (weighted)
n : sample size

k : number of classes
: summation sign

likova, 2013
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MeanDeviatic

(AveragerErkorn)

e Mean absolute deviation n _
Y |xi - X

e Can be calculated also

from median

or from mode

n
n
> Ix; - x‘ QX — X
— j=1 S — i=1
S_ps = ! . abs n
Used nomenclature:
S.,s . mean deviation n : sample size
X : average (arithmetic mean) > : summation sign
X : median X: mode
x; : i measurement of the quantity X
i : measurement number (i =1, 2, ..., n)

likova, 2013

2013/14 Medical Statistics II - Sample characteristcs

41



Standard ErronoirtheseDn
CErrorinrthyesvean)

o Used for comparison of sample means
(from the same population)

L VA Y-
se :S_X o se ;(Xi X)
* n x \J (n-1)h

Used nomenclature:
se, . sample standard error

n : sample size
> . summation sign

S,: sample standard deviation

X : average (arithmetic mean)

x; : ™" measurement of the quantity X

i : measurement number (i =1, 2, ..., n)

42
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Weilghted! Errorinrthesvean

o Used for comparison of sample means
(from the same population)

K
N = _
se, =1 where E,nj =n

Used nomenclature:
se, standard error of the mean x :mean (weighted)
x; : mid-point of the j*" class n : sample size
- n;: frequency (,weight”) of the jth class k : number of classes
Wy :class number (j =1, 2, ..., k) > : summation sign

likova, 2013 2013/14 Medical Statistics II - Sample characteristcs
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Coefficient o VariaionNey

-—

(Sample CoefficientoraVaiiaiieiy

o It is a characteristic of variability (probability
distribution) of a random variable

o In general, it is defined as the ratio of the standard
deviation and the (absolute) value of the mean (average)

vV, ==201000%
\X\
Used nomenclature:
V, : variability coefficient s, . sample standard deviation
X . average (arithmetic mean) n : sample size

likova, 2013 2013/14 Medical Statistics II - Sample characteristcs 44



CoefficientoRVaria

Is a relative measure of variability

Is not affected by the absolute values of the
character

Is used

o For a mutual comparison of variability of two or more
sets with significantly different levels of values (for
example, mass in grams and kilograms)

o For statistical control (laboratory results)
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CoefficientoiDISPELRSIOH
(can be emittecdMiitheU N GSSREINEElIIgIAA

o Is a relative measure of variability (probability
distribution) of a random variable

o In general, it is defined as the mean deviation
calculated from the median and the (absolute) value of

the median
1
nJ
Sk -
qd =1 i=
X ~J
5
Used nomenclature:
d, : coefficient of dispersion X : median
x; : value of the /t" measurement n : sample size
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o Take into account the ranks of the

measurements of the quantity X in an
ordered sample

e The mostly used measures
o Ranges
o Range (Sample range)
o Inter-quantile range
o Inter-quartile range
o Inter-quartile deviation
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Range

(SamplerRang

o The difference between the highest value
(maximum) and the lowest value
(minimum) of the sample

o The largest ordered statistics minus the
smallest ordered statistics

R:Xmax - X

min

Used nomenclature:
R : range
Xmax - the maximal value of the measured quantity X
Xmin - the minimal value of the measured quantity X

likova, 2013 2013/14 Medical Statistics II - Sample characteristcs
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Inter-QuanuiesRanye

o The difference between the upper and the lower
quantile

R = KU — K™

o A nonparametric measure of variability
o It does not take into account the size of all values file

o Excludes the impact of outliers

o In the case of deciles, in this interval would lie 80% of
values (D, - D,)

o In the case of percentiles, in this interval would lie 98%
of values (Pyy — P;)
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Inter-Quaktiiesanye

o The difference between the upper quartile and the
lower quartile
RQ =Q; - @

o A nonparametric measure of variability
o A special case of the inter-quantile range
o The interval, in which lies the half of the sample set
o It is often used with the median

o Is often used to find outliers in the sample

» Outliers are observations that fall below Q; - 1.5 - R, or
above Q; + 1.5+ R,

likova, 2013 2013/14 Medical Statistics II - Sample characteristcs
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Figure 7:

Box plot (plot at the top) with an
inter-quartile range (R, = IQR =
Q5 - Q) and a probability density
function of a normal N(0,0?2)
population

Available at:
http://en.wikipedia.org/wiki/Interquartile_range
[17.9. 2013]

likova, 2013
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Determined as an average of positive deviations

of neighbouring quantiles g(m) _ pelm)
o After editing, the formula is RK(m) = —m- 21
m —

Measure of variability, which is neither affected
by extremely high nor by extremely low values

It takes into account the variability of
intermediate values
o In the case of deciles, variability

of 80% of values R -Ds=D
. . - D/8
S In the case of percentiles, variability / 8
of 98% of values _P,-P
RP/98 - 98

. likova, 2013 2013/14 Medical Statistics II - Sample characteristcs
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QuartilesDeviation

o Determined as an average of positive deviations
of neighbouring quartiles

_Q-Q
RQ/Z_ 32 1

o It is a measure of the spread through the middle half
of a distribution

o It is neither influenced by extremely high nor
extremely low scores

o Quartile deviation is an ordinal statistic and is most
often used in conjunction with the median

likova, 2013 2013/14 Medical Statistics II - Sample characteristcs
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Measures of Sh .ljpa




SKewnessi

o Skewness measures the direction and degree of
asymmetry of the distribution of a random variable

o There are more measures of skewness, the most
used is the coefficient of skewness
o For the selection of the normal distribution, the skewness
is calculated according to one of the equivalent formulas

1D (x, - x) B %)

or As =

[ £-5¥]

It is defined only fors, # 0 and n = 3
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SKeWwnessie

o If the calculated skewness

o Equals zero (As = 0)

o It characterizes a symmetric distribution (fig. 2
and 7)

o Is positive (As > 0)

o It characterizes right sided skewness, that is, left
sided asymmetric distribution, when the mean is
greater than the median (fig. 3)

o Is negative (As < 0)

o It characterizes left sided skewness, that is, right
sided asymmetric distribution, when the mean is
smaller than median (fig. 4)
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SAEY

o Kurtosis characterizes the ,peakedness”
(flatness or sharpness) of a distribution

o There are more measures of kurtosis, the
mostly used is the excess kurtosis

o For the sample of the normal distribution, the
excess kurtosis is calculated according to one
of the equivalent formulas

L8 (x - ) n (x, - x)'
Exc = n = . -3 or Exc = n’:1 - -3
s, [z(x,- —x)ﬂ
i=1

| is defined only fors,# O and n = 4
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5 (2)

o If the calculated excess kurtosis

o Equals zero (Exc = 0)
o It characterizes a normal distribution (fig. 7)
o Is positive (Exc > 0)

o It characterizes a more peaked distribution (with a sharp
peak) than the normal distribution, therefore, more
values are concentrated around the central tendency,
less values are at the tails of the distribution

o Is negative (Exc < 0)

o It characterizes a less peaked distribution (with
a rounded peak) than the normal distribution, therefore,
less values are concentrated around the central
tendency, more values are at the tails of the distribution
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Comment:
stated else, the author of the text is the author of the figures and graphs as well.
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